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Disclaimer

= This document represents the author's views and opinions.

It does not necessarily represent IBM's position or strategies

Thanks to the following people for there contribution

-Dr. Kristof Kloeckner, Gerd Breiter, Michael Behrendt, Dr. Michael Waidner,
Claudia Prawirakusuma, Elisabeth Puritscher,
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Agenda

= Cloud Computing Introduction
— On it's Way to Become a Standard ... NIST and DMTF
— An Evolution from Known Technologies It's More than Virtualization
— Delivery Models — Private -> Public Clouds

— Software as a Service (SaaS), Platform as a Service (PaaS), Infrastructure as a
Service (laaS), Business process as a Service

= IBM System z Cloud Solution‘s
— A World Wide Federated Cloud project on IBM System z
— Boeblingen Tivoli Service Automation Manager setup and example
— A walk to Tivoli Service Automation Manager setup after installation
— Solution Edition for Cloud Computing and Data Cloud

= Summary & Discussion
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Cloud Computing — On Its Way to become a Standard ... NIST
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| - - L NIST's role in cloud computing is to promote the effective and secure use of the
technalogy within govemment and industry by providing technical guidance and
promating standards. Te leam more about NISTs cloud efferts, join the NIST

cloud computing announcement mailing list (very low volume) by sending an
email to "listproc@nist.gov” with "subscribe cloudist” in the message body text.

This website contains NIST's definition of cloud computing as well as related

. quidance. This definitian will serve as a foundatian for aur upcoming publication

Cloud Computing Use Cases S cloud motels, archiectures, and deployment strtegies. Computer scontets
. at NIST developed this draft definition in collabaration with industry and

White Paper government and we expect it to evolve over time as the cloud industry and cloud

technology matures

INIST Definition of Cloud Computing v15
Presentation on Effectively and Securely Using the Cloud Computing
Paradigm v26

This material is public domain although attribution to NIST is requested. It may
be freely duplicated and translated

A white paper produced by the NIST Cloud Computing Project Lead: Peter Mell
Cloud Computing

R CSRC Webmester, Disclsimer Notics & Privecy Poli Last updated: October 7, 2003
Use Case Discussion Group INEO1 st is an Agency of the 1S Department of Commerce Page created: May 11, 2009 ‘
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Cloud Computing — On Its Way to become a Standard ... DMTF

Will Cloud Computing be Open and Interoperable?
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IBM’'s Perspective on Cloud Standards

= Since there is a diversity in the types of cloud
platforms and models, open standards are a critical
customer requirement

= IBM believes that the industry should align around a
core set of principles defined by the Open Cloud
Manifesto. The most important of these principles are:

— Existing standards should be reused

— All standards efforts should be based on customer
requirements

— Standards development efforts should stay coordinated

= IBM initiated a community based use case effort that
collects customer requirements for an open cloud:

— First draft completed 8/2009. Broad industry
participation/interest (1000 participants with 30+ contributors)

— Common API's was a common theme for version 2
— Version 3 is focused on Security and SLA’s

7 06.08.10
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IBM’'s Perspective on Cloud Standards

= |IBM partners with Zend, Microsoft and others on
common API's for developers: SimpleCloudAPl.org

— A new open source initiative which enables developers to
build truly portable cloud applications.

= We are working with standard orgs to drive standards
in several key areas:

— Virtualization
— Security

— Common interfaces to ensure flexibility in moving
applications and data (API’s)

— Tools and development languages

— Programming / Platform model / Data Integration

— Management and governance systems interfaces (API’s)
— Metering, monitoring, deployment, service lifecycle

— Network

8 06.08.10

Standards Taxonomy
Types of standards
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Standards, Interconnects, & Management will drive Cloud Adoption

Enterprise Data Center
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Cloud Computing: The next step in the evolution of IT

1. Centralized Computing: 1960 —
—  Optimized for sharing, industrial strength, systems management, ...
— Managed by central IT organization
— Back office applications involving transactions, shared data bases, ...
— Mainframes, supercomputers, minicomputers, ...

2.Client/Server: 1985 —
—  Optimized for low costs, simplicity, flexibility, ...
— Distributed management across multiple departments and organizations
—  Large numbers of PC-based applications
— PC-based clients and servers, Unix, Linux, ...

3.Cloud Computing: 2010 —
— New consumption and delivery model
—  Optimized for massive scalability, delivery of services, ...
—  Centralized model, hybrid service acquisition models
—  Supports huge numbers of mobile devices and sensors
— Internet technology-based architecture

Just like introducing the Client/Server model impacted almost everything we

did in IT (operation IT, developing applications, ...), Cloud computing has
severe impact on the IT industry

© 2009 IBM Corporation




Cloud Computing — a Disruptive New Paradigm

“Clouds will transform the information technology (IT) industry...
profoundly change the way people work and companies operate.”

¢ A new paradigm for consumption and delivery of IT based services

Enhanced User Experience (Self Service Ul)

Flexible Pricing (Pay Per Usage)

Enables flexible Delivery- and Sourcing Models (Private-, Public and Hybrid Clouds) Cloud Computing
¢ Automated Provisioning and Elastic Scaling :

on a highly virtualized Infrastructure
Software as a Service

Utility Computing -E

Grid Computing

06.08.10 © 2010 IBM Corporation

Cloud-onomics...

Cloud Computing — It’'s More Than Virtualization

ENERGY —
[ VIRTUALIZATION ] + [ EFFICIENCY ] + [STANDARDIZATION] + [ AUTOMATION ]

....leverages virtualization, standardization and automation to free up
operational budget for new investment

-
INDUSTRY
STANDARDS

BUSINESS &
AGILITY

N\
T ‘ SERVICE
ALIGNMENT + FLEXIBILITY +

... allowing you to optimize new investments for direct business benefits




Cloud:
Consumption & Delivery Models Optimized by Workload

“Cloud” is a new consumption and delivery model inspired by
consumer Internet services.

Enabled by Virtualization, (Service) Automation, Standardization

Cloud enables:

. Cloud Services
= Self-service

= Sourcing options

= Economies-of-scale Cloud Computing

Model

“Cloud” represents: S
= The Industrialization of Delivery for IT supported Services

Multiple Types of Clouds will co-exist:

= Private, Public and Hybrid
= Workload and / or Programming Model Specific

13 ©2010 IBM Corporation
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Security Remains the Top Concern for Cloud Adoption

80%

Of enterprises consider security
the #1 inhibitor to cloud adoptions

48%

Of enterprises are concerned
about the reliability of clouds

“How can we be assured that our data will
not be leaked and that the vendors have the
technology and the governance to control its
employees from stealing data?”

much about the other “ities”— reliability,
availability, etc.”

‘I prefer internal cloud to laaS. When the
service is kept internally, | am more
comfortable with the security that it offers.”

Of respondents are concerned with
cloud interfering with their ability
to comply with regulations

Source: Driving Profitable Growth Through Cloud Cc

IBM Study d by Oliver Wyman)

16 06.08.10 © 2010 IBM Corporation

Specific Customer Concerns Related to Security
Protection of intellectual property and data 30%
Ability to enforce regulatory or contractual obligations 21 0/0
Unauthorized use of data 1 5%
Confidentiality of data 12%
Availability of data 9%
Integrity of data 8°/°
Ability to test or audit a provider’s environment 60/0
Other 30/
(o)
Source: Deloitte Enterprise@Risk: Privacy and Data Protection Survey

17 06.08.10 © 2010 IBM Corporation



Top Security Threats and Risks

Gartner: Top Risks ENISA: Top Security Risks (2009)
(2008) Loss pf governance
Privileged user access Lock-in
Regulatory compliance ggﬁgﬁ:nfcaeﬂt;ifseks
Data location .
Data segregation E/I;r;ag:eor?:;ti cl,:terface compromise
Recovery j .
Investigative support :\r/}sic.ure or |p(;:omplete data deletion
| nnn-tarm \/inhilif[Heiser 09] alicious Insiaer -

CSA: Top Threats (2010)
Abuse and nefarious use of cloud
Insecure interfaces and APls
Malicious insiders
Shared technology issues
Data loss or leakage
Account or service hijacking
Unknown risk profile

[CSA 10]

18 06.08.10 © 2010 IBM Corporation

Why is Cloud Security Perceived as Such a Big Problem?
©

Y
(\ \ NN N
We Have Control ” Who Has Control?
It's located at X. Where is it located?

It's stored in server's Y, Z.
We have backups in place. ,
Our admins control access. d ' Who has access?

Our uptime is sufficient. \’ ’ How resilient is it?

The auditors are happy. How do auditors observe?

Our security team is engaged. How does our security
team engage?

Where is it stored?
Who backs it up?

—

Loss of control, perceived or real

Lack of experience o -
N bii ph d dard « Public clouds rarely used for mission critical workloads
o established standards « Preference for application-as-a-service

Uncertainty on how to interpret « Preference for private and hybrid cloud
regulations and practices

Effects

19 06.08.10 © 2010 IBM Corporation
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One-size does not fit-all:

High \
Mission-critical
workloads,
personal
information
Need f.or Analysis &
Security simulation with
Assurance public data
\
Training, testing
with non-
sensitive data
Low
Low-risk High-risk
Business Risk
20 06.08.10

THE HISTORY OF THE Lol — PART 1

Feekdy poke

=== AND THIS 1S MY
FEIVATE cLOUD.
JUST FOR ME!

1F82: THE PC WAS BOEN

Tomorrow’s high value /
high risk workloads need:
«Quality of protection

«<Direct visibility and
control

«-Significant level of
assurance

} adapted to risk

Today’s clouds are
primarily here:

-Lower risk workloads
+One-size-fits-all

> approach to data

protection
<No significant assurance
«Price is key

© 2010 IBM Corporation
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Cloud Computing Delivery Models

Flexible Delivery Models

Public ...
Service provider owned
and managed.
Access by subscription

Private...

Privately owned
and managed.
Cloud Computing _ Access limited to
o ] client and its partner
% network.

Cloud Services

Aybrid ..

Access to client,
partner network,
and third party

.... Standardization, capital .... Customization, efficiency,
preservation, flexibility and availability, resiliency, security
time to deploy and privagy

|

ORGANIZATION —» CULTURE — GOVERNANCE

22 © 2009 IBM Corporation

Cloud Computing Layers
Examples
Employee
Benefits Mgmt. Biccurement
ndustryspecific Business Travel /
Processes
Business Process-as-a-Service
Collaboration CRM/ERP/HR
. " Industry l|€sﬁ1‘0€'
Linapcials Applications / L
Application-as-a-Service
Runtim Runtime
Google
Tooling
Platform-as-a-Service
. Data Center
Servers Networking Fabric Storage
Shared virtualized, dynamic provisioning ;m
Infrastructure-as-a-Service

© 2010 IBM Corporation
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Enterprises Have Achieved Significant Benefits through Cloud Computing

Most of the financial benefits are due to standardization and service management automation

Server/Storage
Utilization

Cloud accelerates business
Self service value across a wide variety Unlimited
of domains.

Test Provisioning Weeks Minutes

Change Management Months Days/Hours

Release Management WEELS Minutes

Metering/Billing Fixed cost model Granular

Self-Service

Standardization Complex

Payback period for new ACES Months

services

Legacy environments Cloud enabled enterprise

24 ©2010 IBM Corporation

Five Cloud Architectures Are Emerging

= Virtualized Traditional - Extensions of Java Application Servers, Support for
‘Traditional’ Transactional Workloads
— Moving existing workloads to the cloud
— Requires best practices, patterns, tooling

= Database Centric - data driven + small computation on small data
— With multi-tenancy attractive for enterprise and service providers

= Content Centric - computation needs to be close to data + large computation on
large data
— Data Mining, Analytics, Data Warehouse,

= Loosely Coupled - computation and data are separate
— Can be addressed by existing middleware, but ‘relaxed consistency’ models
emerging

= Analytics - Data and Storage Integration

25 ©2010 IBM Corporation




What questions to ask to determine if Cloud is a good fit?

27

Key Pain Points

Lost business opportunity because IT too slow
to react. Lack of agility.

Long deployment timelines for new systems
(weeks/months+).

Many people involved in the process, high cost
& complexity.

Many steps are manual and prone to error.

Huge up front investment for new infrastructure
when | want to start small.

Server Sprawl

Low Utilization

Compliance, auditing, and security patching
costly.

Don’t know what compute resources are used
or how much they cost?

Key Questions to ask?

How quickly can you react to deliver a new IT
service?

How many steps are in the provisioning
process?

What is the ratio of system admins to servers?

Have you experienced outages due to human
error ?

How are systems sized and scaled quickly
(peak usage, CUOD)?

How many images per user?
Am | sized for min, mean, or peak ?
How many different configurations used?

What level of metering and method of charging

used? How do we manage license compliance
?

©2010 IBM Corporation

Workload Fit for Public Clouds

Workloads Moving to Public Clouds

= Test and Pre-production systems

= Non-business critical application domains, like
e-mail and collaboration (e.g. LotusLive)

= Software development environments

= Batch processing jobs with limited security
requirements (e.g. HPC)

= [solated workloads where latency between
components is not an issue

= Storage Solutions/Storage as a Service

= Backup Solutions/Backup & Restore as a
Service

= Data intensive workloads if the provider has
storage capabilities tied to the cloud compute
offering

= Purposed and Pre-Integrated SW/HW
solutions (virtual appliances)

Workloads Not Yet Moving to Public Clouds

Highly sensitive data workloads
(e.g. employee and health care records)

Multiple, co-dependent services (e.g. high
throughput online transaction processing)

Workloads requiring a high level of auditability,
accountability (e.g. those subject to Sarbanes-
Oxley)

3 party software which does not have a
virtualization or cloud aware licensing
strategy

Workloads requiring detailed chargeback or

utilization measurement (e.g. capacity
planning, dept. level billing)

06.08.10 © 2009 IBM Corporation
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9 steps towards implementing a managed cloud service

1. Define Unit of delivery &
management

Examples: VM, file system, distributed
app, virtual IP address, queue, web
conference, RDBMS, 3-tier business
app, etc.

4. Define cloud service specific
(billing) metrics

Examples: CPU/hour, # of DB
transactions, GB/month, # of
users/webconf/hour, efc.

7. Define golden master runtime
artifacts

7

Examples: OVF images, ear files,
apps, CAB files, etc.

-

2. Define management scope &
sourcing options

App

I MW _

os

Sever | Storage | Network |

Examples: from bare metal up to and
including hypervisor, from OS up to
middleware, from middleware up to
application, etc.

5. Define metrics to be
monitored

Examples: JVM heapsize, hypervisor
swap fle size, # of processes, etc.

8. Define assets to be
maintained

Examples: server, storage, network,
SW licenses, etc.

3. Define self-service & provider
internal functionality
g —

Examples: “Create VM, “patch
RDBMS", “Change filesystem

capacity’, “Schedule backup”, etc.

6. Define rates for charging
cloud service consumption

Examples: $0.11/VMhour;
$0.19/MBsTransferred;
$0.02/webconference;
$0.05/fraudAnalysis

9. Define cloud service-specific
Ul elements

==

Examples: cloud-service specific Ul
panels, reports, etc.

© 2010 I1BM Corporation

Does Cloud Computing solve problems ?

geek & poke

RECOGNIZED THAT OUR

LAST YEAR WE

PROCESSES WERE FAR
TOO COMPLEX

SO WE PUT THEM
INTO THE cLOUD

75—

LET THE cLOUDS MAKE YOUR LIFE EASIER

30

3M Corporation
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Universal interest across all industries and geographies

Cost takeout is cited as the top
value consideration

Security and control are top

concerns

Workloads and patterns are

emerging

Industries with the greatest
cost pressures lead adoption

31

« Cost savings are the key driver of public
cloud adoption with clients seeking a
20 - 30% improvement in order to adopt

69% say security is the top inhibitor to their
use of public clouds

» Almost all workloads require connection
to other IT services
* Collaboration and analytics meta-patterns
are emerging

* Over 50% of clients in Retail,
Manufacturing, Utilities, Government have
cloud projects budgeted or in process

© 2010 I1BM Corporation

An Architectural Model for Cloud Computing

End User
Requests
& Operators

Service Management

B
B
=

Server Virt.

| Storage Virt. Network Virt.

Virtual Resources & Aggregations l

SMP Servers  System z

System Resources

Virtualized Infrastructure )

Storage Servers Storage  Network Hardware Y,

© 2009 1IBM Corporation
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Cloud Management Platform — Management Problems

ﬁ:loud carviea \ 7
Virtualized Resource
Management

— Deploy cloud services on
virtualized resources

— Manage virtual resources

Partner Clouds

Hybrid Cloud Management

— Address Security, Monitoring,
Connectivity and Management
Aspects in Hybrid Clouds

\ i
In-house IT )

B
Security

— Design for Multi-Tenancy

— Protect assets through Isolation,
integrity, image- risk and
compliance management

Serwce Automation Management

— Interpret and Execute Build- and
Management Plans

— Orchestrate Management
Componentry

Image Management

— Design, build and manage
images for cloud services

Service Definition
Tools

1 Usage Metering and Accounting
— Flexible support of delivery

© 2009 IBM Corpol
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Integrated service Management 1S the Underpinning ot Clouds

For Locating and Requesting Serwces

Cloud Computing Center

E

Automated Provisioning
and Image Management

36

Secure User Centric Self- :
Service Portal, Automation
Engine and Catalog

Managing Cloud Services

Monitoring, Security and
Metering

© 2010 I1BM Corporation

16



Lifecycle of a Cloud Service

Service

Subscription & Y]

Instantiation Subscriber
(e.g. Line of

Service
Offering
Creation & )
Registration @

Service Catalog
Manager

S IBM/ISV /
Template
Definition IT Dept

Service
Operation
Service
Instance
Termination
£
Cloud Management Subscriber
Platform (e.g. Line of
Business)
Common Resource
Pools

37
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IBM Tivoli Service Automation Manager

Aggregated capabilities for mana

IBM Tivoli® Service
Automation Manager

= Built on top of the IBM
Service Management
Platform

= Orchestrates technology,
processes, people and data
to provide cloud computing
services and service
management of cloud
computing

Provides rapid provisioning of
physical and virtual resources

38

ging your cloud environment

Tivoli Service Automation Manager

IBM Service Management Platform

l Tivoli process automation engine ]

Federated data subsystem
Services, assets, configuration items

[TV

Operational management technology d

= §
| |
| |

Platform management Usage and accounting
services services
Security services ‘ ‘ Monitoring services
Provisioning services ‘ Energy management services
IT infrastr r
L astructure )

© 2010 I1BM Corporation
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Typical Cloud Management Platform Middleware Stack

Workloads Web, Collaboration Analytics and Transaction Business :
and Infrastructure High Performance icati i

* Service measurement Computing and Database g
= Service reportl_ng Technology Technology Technology Technology :
= Usage accounting Highly Threaded Compute intensive : Scale Scale i
= Auditing and controls Throughput-oriented High I/O Bandwidith Z'I%hh '{r;:;;z;m Rates High Quality of Service J
High Memory Bandwidth Service i i

i ducek il Handle Peak Workloads i A i

Oer.Quelly of dervice Scale out Capable y and Security ¢

Tivoli Service
Automation
Layer

Tivoli
Monitoring

TSAM v7.2 Service Service
Request Mgr| | Automation
Mgr

Tivoli Process Automation Engine
Orchestration workflows

TPM
Provisioning
Mgr

= Automate process
of instantiating and
managing a
distributed IT
environment.

Web 2.0
User Interface

Service
Automation
Templates

Billing
Reports

End to End Service Management

Virtualized
Infrastructure Layer X806/ System p / SUN
= Virtualized resources

= Virtualized aggregation
= Physical infrastructure

System z

VM Partition
VM Partition
VM Partition
VM Partition

Hypervisor Hypervisor Hypervisor
(KVM, VMware, Xen) (PowerVM) (2VM)
Storage H Network Storage H Network Storage H Network
39 ©2010 IBM Corporation
Tivoli Service Automation Manager Concepts
Roles and Service Definition Topology Service Instance
Responsibilities (Template) = Template of best practices = Represents concrete instance
= Open concept of user = Open Cardinalities = Topology Node represents of an IT service
and roles = Variants one or more IT resources = Instantiated from a Service
= Different views on the = No assignment which can be provisioned Definition
service based on roles of components and managed = Parameterized and customized
g L4
@ Service
Requester Tivoli Service|Automation Manager Data Center Resources
Service Definition |__senvice Instance Test 2 | (Test 1 1
@ os > ézzb Service Instance Test 1
Database —» b —u > il
@ > W 2 =]
@ WebSphere —| | Automation [
assets — e
Management Plans Task Automation Assets Deployed IT Service
= Process model for building = Automation assets for Mgmt. Plan tasks Environments
and operating a service = Integration of TPAe internal (e.g. TPM) = Automated deployment
= Mapping of input and output or external OMPs and operation of IT service
data for single tasks = Integration of custom scripts environments represented
= Adapts to variants of service by Tivoli Service Automation

Manager Service Instances

40 ©2010 IBM Corporation




The management services from Tivoli

Converged service delivery platform for cloud computing

End User ) Seni
Self-SeI’Vice: Service Request VAN Autimgteion Provisioning
@ : - Manager Templates Manager
! E
1
Cloud | S
Administratcil":/v T
1
[l . A
! P Provisioning
| Workflows
I | Server
' Network
Storage
| Application
i TSAM
N -
Cloud Portalfor =~~~ ==~ 7 777777 T T I T
Storage, Test, r " ;
atform, Hypervisor & Ensel
Developer Clouds, etc. Operational - Flyp
Management

OMEGAMON, ITM, ITUAM Virtualized Infrastructure & Hypervisors

[} N
[} N}
[} N}
[} N}
! Products f
[} 1
[} N}
)
: ) : Server, Storage, Network

1
1

VMWare VMControl :
Virtual Center X,p,z Xen, KVM, p, z :

1

1

1

1

41 ©2010 IBM Corporation

IBM Tivoli Service Automation Manager 7.2 — Components

Script
Admin GUI I/F
Tgll};ll TIV(?“ Java
oo [~ TSRM Automation [—‘ =
widgets | based| [~ Application Manager
—»| Application |[—— TPM 7.1.1

service catalog

offering
service request

B Workflows
service template LDOs
instances query/set/.. DCM
topology/nodes e

TPAE/Maximo

GUI SRM T
* Interaction with » Prepare service .

end user request from given .
+ Collect input parameters .

parameters for Perform reservation

management of resources

plans Approval and
notifications on
business level

43

ivoli Service Automation Mgr TPM

Topology definition « Management plan
Orchestration by management plans fulfillment by executing
Management plan definition TPM workflows/LDOs
Management plan execution ... or native scripts

- push down on eg. TPM (or Script) ... or Java based
Approval and notifications on actions

technical level (admin) ... or manual tasks
Situation governance

incl. error handling by admin « Change resource state

Work assignments on admin level (“inbox”)

© 2010 I1BM Corporation
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Local and or Federated Business Services

Benchmark

Education Briefing

Federated Cloud -
<-=.| Experiential

Learnin
Demo . ' g

ISV
Enablement

Design /
POC

STG Federated Cloud

Cloud
Administrators

Publish Service

Request Service

Federated Cloud
Service

Make Placement Catalog

Decisions

Manage Users

Federated Cloud Service Bus

Services Selected 1¥/\/ I

for Federation

i BOE MAK i POK DAL MOP

Virtualized Virtualized Virtualized Virtualized Virtualized
Infrastructure Infrastructure Infrastructure Infrastructure Infrastructure

20



Architecture overview diagram : Administrator view

Admin Portal
List of
services

Portal
List of
services

Request
i (| publish a new

=N Federated sefvice

Virtualized

—lﬂitrudure

Update Federated
Services catalog

\\Pssg

BOE
Cloud .
Administlratbrs

Portal
List of
service.

\Post -

Admin portal
List of

,Pa’sl

Portal
List of
serviceg

Virtualized

Ihfrastructure 2

L : Local services catalog
Fs: Casmmiman Federated services catalog

Infrastructure

BOE

Virtualized
Infrastructure

© 2009 IBM Corporation
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Criteria for service federation : Work in Progress

= Business value of the service with measurable KPI:
— Leverage others centers capabilities
— Avoid development/ownership of assets...reuse existing solutions and assets
— Increase HW utilization...could optimize it

= Frequency of utilization of the service:
— Several times a month

= Standardization of the service

— Few choices among options
— Limited set of functions

= Robustness of the service
— No important requirement for availability of support for the service

— Potential issues and fixes

= Others

47 06.08.10 © 2010 IBM Corporation
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Tivoli Service Automation Manager Boeblingen Setup

T S WUEBEUE ™

HVd1 Peopom

v

010 IBM Corporation

z/VM Configuration Provisioning Details

Service Management
(Tivoli Service
Automation Manager /
TPM)

Mini Disk Pool
(defined in DirMaint)

z/VM Linux

Guest ZNM Guest ~ z/VM Guest
MAPSERVE VSMSERVE DIRMAINT

z/N'M Linux
Guest

Provisioned

zZNM 5.4

System z LPAR

© 2009 IBM Corporation
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Tivoli Service Automation Manager on Linux on
System z — Service Catalog after Installation

Service Offerings — Entry Page Status Information

Tivoli. Service Automation Manager Welcome TSAM CloudAdmin About | Help | Logout

@ I— e L
e e

Home B Resolved (15) [l Failed (1) Total (16)

Request a New Service Recant Activity

‘Open a request to acquire a new asset or service. - - = Resclved
e vith eye! on syste: R d
zc

Frequent requests
Easy access to the services you most often request. >

J| My Projects
6 0

Recent Activity
Upcoming Prajects

Manage Projects... | Managa Servers.

My Approvals
Recent Activity
No recent activity

Manage Approvas.

© 2009 IBM Corporation

.00
Offering — Register Image and Unregister Image

Tivoli. Service Automation Manager

Register Image
Homs  Raquest 3 New Sarvies - Virtual Sarver Managemant - Manags Image Library
Register a new server image in the Image i}
Register Image Unregister Image
Register a new server image in the Image * q Unregister a server image from the Image *
Library. Library.
General

“#Name of Virtual Senver Image
[SLES10 with eyeOS on system z

Description of Virtual Sever Image
‘ SLES0 with eye0S on system z

*Resource Pool

Definition of Resource Pool |:l : Perform Configuration to set

+Discovered Image up Cloud Management
tere <[5 No images discovered yet ] Subsystem

Resources

Minimum Recommended

W
KL

“#Number of Virtual CPUs 1

P
=
5
K

*Amount of Physical CPUs [1.0

W
=]
5
g
)

*Amount of Memory (in GBs) | 1.000

WP
E

+Disk Space Size (in GBs) |1

OK | Cancel

© 2009 IBM Corporation
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Configuration to Set Up Cloud Management
Subsystem

Set up the Tivoli Service Automation Manager Cloud Management Subsystem to enable provisioning of
Linux guests on z/VM:

*| Resource pool ‘System z pool |

Add the following lines to /etc/cloud/vrpool.properties:

5.tpmHPType=zVM
5.maxVCPU=4

5.name=System z TMCC16 pool
5.order=6

5.PtoVCPUfactor=1.0
5.tpmPool=TMCC16 z pool

HPUIL IUIIUWITIY uala

Y Ivialiaye! (11 ivi) vaia

» Host platforms

» Virtual Server templates
» Boot servers

» Software definitions

© 2009 IBM Corporation

XML Template File to Configure System z Cloud
Management Subsystem

<i-- Define all involved virtual server templates in the following section -->
Jevirtual-server-template name="TMCC default VST - INIC (QDIO) - 2IFL - 1GB storage - 1 MDISK™>

J<virtual-server-template name="TMCC test VST - 2NIC (QDIO) - 2IFL - 1GB storage - 2 MDISK'>

Jcvirtual-server-template name="TMCC test VST - 2NIC (QDIO) - 2TFL - 1GB storage - dedicated DISK'>.

<1-- Define all involved boot servers in the following section —->

1 o_douice_nodel—nan

"2M" failed="false>

Define all involved zlinus software images ——>

software stack is a joftware module containing software module(s) or images —

Zans 4o o deociioriocn Lor Lio Sollioio Siock == |
Jesoftvare-stack name="SLES10 G4 OS with eye0S" locale='em US" is-device-model='Cloud Suse Linux Operating System’ version="/A' stack-type='Declared’

J<software-stack name="SLES10 GM OS with mediawiki" locale="en US' is-device-model="Cloud Suse Linux Operating System" versio: Declared’s

Jesoftware-stack nans with ip? locale="en US" is-device-model="Cloud Suse Linux Operating System" Declared">
Jcsoftvare-stack name="SLES10 G4 OS with opensource apps” locale='en US” is-device-model="Cloud Suse Linux Operating System” version="N/A" stack-type="Declared”>
Jesoftvare-stack name="RHEL QM OS dedicated” locale='em US" is-device-model="Cloud Redat Linux Operating System' version="l/A" stack-typ

ersio

J<inage nane="SLES SP2 with eye0S on system z' image-type="Golden Master" descripuion="Prepared for TSAM' locale='en US" version="1.0" boot-serv

TUCC16-boobserver”

tested" is-device-model="SO0AonRAMPimage" software-module="SLES10.3 GM" priority="1">

=

SLES SP2 with mediawiki on system z' locale='en US" version='1.0" descriptisn="Prepaved for TSMM' boot-ser

TMCCLE-bootserver! image-typ:

"Golden Master" status="tested" software-module="SLES10.3 Q" priority="2" is-device-model="SOAonRAMPimage">

SLES SP2 with wordpress on system z" locale="en US" version="1.0" descriptio:

Prepared for TSAM" boot-ser

TMCCL6-bootserver” image-Typ:

SLES10.3 GM' priority="3" is-device-model='SOAonRAMPimage’>

="SLES SP2? with opensource apps on syskem z' locale="en US" versions

1.0" descriptions='Prepared for TSAM' boot-servers"TMOC16-bootserver” image-typ:

"Golden Master' status="tested" software-module="SLES10.3 GU' priority="4" is-de

ce-nodel="SOAONRAMFLIAge >

e —
Jeinage name="RHEL 5.4 with dedicated disk" locale="en US" version="1.0" description="Prepared for TSAM" boot-serv:

"TUCC16-bootserver” image-type="Golden Master"

sarc_module="REEL5 4 @' priority="1" is-device-model="S0AonRAMPimage">

<!-— Define all involved Hostplatforms ——>
TTSPaTe To0] names TICI? ¢ PooL
] <server name='mapsrvi6" locales'en US" is-device-model="SOAoNRAMP HostPlatform” ignored-by-resource-broker="false” faileds"false’ pool="THCC16 z pool’>

<property companent—KANAEA" nate="clond” value="trie’/>
component—"KANABA® name='Cloud e = e

-</spare-pool>
<>

© 2009 IBM Corporation
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Administration Console — Manage Cloud

Subsystem

Weicome, MAXADMIN

© vieb Repiy

Manage Software Stack and

Image Library

+_Buletins: (0)

P GoTo la Reports

A StartCenter 2Profie * Sign Out 2 Help

@ Admhnistration >
Complance Anaiyst t Requester d pssets »
28 Change ContentLayout @ Display Setings g &l C1ong® "
_ - Gk Deployment . Frovisioning Computers.
/Automation development applications = 0 [Status of my recent provisioning worklows | = Fiter g |2 | @ Provsonng Gros
o Deployment Request 0 orktow namel [ —2mue S
% Provisioning Workfows . Boot Servers 05 Managerent
L1 Boot Server stallaton S
5 10,800 T
e Provisining Workfow Status [ images Patcn ianagement
10,400
Image Capture
Set Graph Optons: 12012
5] Provsenig Comters ™= mage Deployment |
 Filler - @ (5 @ o s=a
P — Erovaenng st T. Unatended St nage |
& Hardware Configuraton Image: i
5] Proveionng T rackeg Run provisioning workow No_operation submited at 25 February 2010 145128 CET 2 Software Hodules 20100225 145130 |
“ Run p 5 Mo, at2s 32010 131407 CET . ——— N 2010.02.25 151408 ‘
[£] Proviioning Task Defions Graphical View & senvcelevel v 1-2012
§ @ Catalog |
i ol i i il B o Zz=a |
|Provisioning administration applications 20w [2edl G , [pectType
- a nevoues g —
[Other 3 ficati Fr-r Bk Defaut Device Hodel Driver |
1,004 Favorte Computers 1

Computer Group

Software Stacks — IBM Delivered and XML Template Configured

Software Stacks = #C
Software Stack * Version Mendor
I | |
CDS Depot Stack 7.1.1.0 IBM
0ODSDS Pool 8246 Stack
RHEL GM OS5 dedicated MIA
SLES10 GM OS with opensource apps NIA
SLES10 GM OS with wordpress MIA
SLES10 with eye0S on system z unknown
SLES10 with mediawiki on system z unknown
Tivoli Common Agent Stack \ 71.1.0 IBK
[ Select Records
Capabilities  * i +
Capability Capability Type Capability Value
os.family 0s Linux ]
os distribution os SLES10 s390x
og.name o0s SLES10 for IBM S/380 and IBM zSeries
08 version o0s 10
os servicepack 0s 3P2
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Image Library — XML Template Configured Images

images

[ ] Fina: |d#h = [select Action i) a2

Lst |__Image Variables Provisioning Workflows ___Credentials

# Advanced Search + d Save Query + # Bookmarks

Image Description Image Type Boot Server
- I I J [
SLES10 with eyeQs on system 2 Golden Master TMCC16-bootserver
SLES10 SP2 with wordpress Golden Master TMCC1B bootserver
SLES10 with mediawiki on system z Golden Master TMCC16-bootserver
SLES10 SP2 with opensource apps Golden Master TMCC16 bootserver
RHEL 5.4 dedicated disks Golden Master TMCC16-bootserver
[ selectRecords

List image | Varaoes | Provisioning Workflows Credentais

image” [SLES 10.3 with eye0S on system z ]

Variables Y

Variable Component Value Is Array
> recCpu Entire system 1 O
> recDiskGB Entire system 7 O
» recMemMB Entire system 1024 o
- soaonramp_vst Entire system 8236 o
» swType Entire system os ]

Details
Wariable * [soaonramp_vst ] [
Component” [Entre system [
Value (5236 J
s Amay? |}

© 2009 IBM Corpor:

Ivoll Service Automation Manager Offering —
System z Resqurce Pool Configured

gister Image {2]x]

E Register a new server image in the Image Library.

General
*Name of Virtual Server Im;
SLES10 with wordpress on system z

D of Virtual Server Image

‘ SLES10 with wordpress on system z ‘

*Resource Pool

Available Resource
System p LPAR. P

ools
System z TMCC 17 pool
VMware System x
Xen Local Disk
Resources

Recommended

*Number of Virtual CPUs [1 B =
#Amount of Physical CPUs ~ [1.0 [ 1o =
*+Amount of Memory (in GBs)  |1.000 [= l1.000 =
+Disk Space Size (in GBs) [1 BH [ =

OK | Cancel

© 2009 IBM Corpora
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Ivoll Service Automation

anager

Register Image

Offering — Linux System z Images Configured

ﬁ Register a new server image in the Image Library.

unregister Image

General

*Name of Virtual Server Im:
SLES10 with wordpress on system z

q Unregister a server image from the Image Library.

*Resource Pool

System z TMCC16 pool | =]

‘SLES10 with wordpress on system z

| *Salect an image to unregister

*Resource Pool

System z TMCC16 pool -

-

© 2009 IBM Corporation

Provisioning Workflows

subsystem for later

| Fing: #h = [Select Action

MO . provisioning

List Workfiows Status

# Advanced Search - |d SaveQuery + 4 Bookmarks

(Workflows &b

Provisioning Workfiow *
[ctouar |

Cloud Configure Teaming Windows2003
Cloud Configure Teaming Windows2008
Cloud Configure Xen Host SAN

Cloud Copy EndPointKeys

Cloud Create Mount Windows Temp Image

Cloud Create Mount Windows Temp Pariiti
on

Cloud Cygwin Install

Cloud Delete Cluster

Cloug Destrov Server

Cloug Discover And Register Vs
Cloug Discover Blade

Cloud Discover Blade Center

Cloud Discover Blade Switch

Cloud Discover hHosts Range

Cloud Discover Viware Cluster Disks
Cloud Discover VirtualCenter

Cloud Discover VirtualCenter Cluster

Provisioning Workfiow |Cloud_Discover_zVi |

Legical Operation | |

Workflow Parameters

Name s Array  Parameter value
MapServeNams N MAPSRV18 2

Poollame ] |xpaso] P

Parameter value
Hide Encrypted Input?

Data Model Object Finder

“

Scheduled: Now

Cloud Discover VirualCenter Into_ Mutti
Fool

Cloud Discover zVH
Cloud Evacuate Host
[ select Records

© 2009 IBM Corpora

Select  Name Hypervisar CPUs  Memory Storage

Zzlzﬁ’?Ml’gﬁmh wordpress L C SLES10 with mediawiki on = zVM 1 1GB 1GB
SLES10 GM 0S with wordpress H o] SLES10 with wordpress on  zvM 1 1GB 1GB
SLES 10 GM O3 with opensource apps | Avallable Imaqes T | (0] SLES10 with opensource af zvM 1 1GB 1GB
RHEL GM 05 dedicated inimum Recommended

“#Number of Virtual CPUs 2 S RF =

+Amount of Physical CPUs 1.0 B [io =]

+Amount of Memory (in GBs)  1.000 =] [1.000 =

+Disk Space Size (in GBs) [1 B [ =

ﬂ Cancel
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Administration Console — Workflow ‘Discover z/VM* Status

Welcome, MAXADMIN Web Replay . * Bulletins:(0) ™ GoTo Ui Reports # Stari Center

Compliance Analyst Process

Deployment Specialist Requester ioning H isioning Configuration Librarian

0% Change ContentiLayout B Display Settings 3 Create New Template 3 Modify Existing Te

Automation development applications = [ |[Status of my recent provisioning workflows |  Filier - g {3 | ©

"00; Provisioning Workflows Deployment Request ID Workflow Name Error Mes
11202 Uhub_Rpc_Cal

e Provisioning Workflow Status 2 b
11201 UHub_Rpe:_Call
11200 Cloud_Discover_zvi1

[ Froveonig Comsuters o FoE
10,400 No_operation

@D Virtualization lanagement Set Graph Options

=) Provisioning Task Tracking Status of my recent provisioning tasks |  Fili=r - g |21 | @
z Provisioning Task Status
=
Provisioning Task Definitions | E— ]
Run provisioning workflow Cloud_Discover_zVI submited at 04 March 2010 13:57:22 CET In Progress |
Run workflow No_operation submited at 25 February 2010 14:51:28 CET Success
[Provisioni inistrati icati 2 O @ | | Run provi workflow No_operation submited at 25 February 2010 13:14:07 CET Success

Graphical View

© 2009 IBM Corporation

IBM System z Solution Edition for Cloud Computing

Creates... That delivers ...

Solution Edition for
Cloud Computing  computing built on Tivoli & System z adoption of cloud computing benefits

| "e SO|UIIOI’I COITIpOI'IeI'IIS...
IBM Software

IBM Services

: = Phase 1: Create cloud
ot computing use cases _ .
y : within the enterprise ‘= =

A = <
. on ¥l = Phase 2: Implement P, '
.................................. E’:}j the service automation
and management i |
IBM Hardware tooling to support cloud '
workloads

Contichize Rl S| Fmolity = Phase 3: Educate the client on cloud

computing for on-going success and
provide a sample workload

Learn more at:
© 2009 IBM Corporation
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Tivoli Service Automation Manager: Essentials for Cloud Computing on System z

Solution Edition for System z Cloud Computing - Components

\ Bill of Materials IBM Services
115 . eyeOS*, wordpress = Planning workshop for
-Sample workload_ cloud environment)
R . : . . i
. Tivoli Service Automation Install/configure
Cloud/Management i) Manager incl. TPM, TSRM —HW system (LPAR
Sy IBM Tivoli Monitoring: creation, security)
" Omegamon XE 9 —Base z/VM & Linux
(1 =i B — Tivoli components
0S and VM = | |- ZVM® = Develop test scenario for
\ ) Li service automation and
s 2 - Linux management via Tivoli
= |IBM System z10™ or IFLs Service Automation
HW ) « Memory Manager
\ ) » Storage = Direct to eyeOS image
J * procured by customer
STANDARDIZATION SEPLS-RSTEAF:_VE [ VIRTUALIZATION ] AUTOMATION
64 © 2010 IBM Corporation
Summary

= Enterprises need to consider cloud deployments as part of their IT

roadmaps

» Enterprise adoption is driven by workload considerations and will

happen across a spectrum of deployment options

= Governance and architecture are critical for success — introducing
cloud computing is transformational

= There will be many clouds and many enterprise deployments will be

hybrid

= IBM is investing in enabling deployment choices and offering services

‘on the IBM cloud’

= We would like to stay engaged with you as you develop your cloud

strategy

65

©2010 IBM Corporation
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Questions?

06.08.10 © 2010 IBM Corporation

“

Cloud Computing is real -- It’s not just another hype
There’s real technology available today to build clouds

For more information, please visit:
ibm.com/cloud

Or contact me at:
amrehn@de.ibm.com

06.08.10 © 2010 IBM Corporation
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Additional Resources

= |BM Tivoli Service Automation Manager:

= Solution Edition for Cloud Computing:

= Provisioning Linux on System z Redpaper:

= IBM WebSphere Cloudburst Appliance (WAC):

= Linux Distributions Supported by each System z Platform:

= |BM Software available for Linux on System z:

= Destination z

06.08.10 © 2010 IBM Corporation

TRANS Mainframes for SW As a Service

Leading Saa$S provider of ePayable, digital EE :
data, and spend analysis solutions Delivering oIRRY
N 44,000+ users Improving processes. . -

* 4,200 companies Supporting better decisions.

< $80 B in transaction detail, processed . .
« Available - Secure - Elastic

Traditional Lintel shop New z9 Business Class shop
+ Challenge to scale, manage, * 100% YTY growth-plan to production
secure + Flexible capacity on demand
» Complex configurations » Centrally managed & secured
* Linear costs for growth * Manageable cost of incremental
growth

“The IBM z9 provides the stability and scalability needed to accommodate
Transzap’s triple digit volume growth in a SaaS environment.”

— Peter Flanagan, President




System z Data Cloud allows customers to bring Bl services with
less cost and higher qualities of availability and security.

Business Services Portal

What is a Data
Cloud?

= Centralize Bl for
optimization using
Cognos on z/Linux

= Take Data from
anywhere:
structured,
unstructured,
applications,
mainframe, or
distributed

= Deliver consumer
driven services to
a broad set of
users / lines of
business

= Automate delivery
of services

-
1’4
>
=

tenant data

InfoSphere
Information Sewé

Transform Deliver
Cleanse

Leverage the data centric strengths of z: allows for multi-

., Sy

p! and
ion at the lication layer

Why z for data
clouds?

= Save costs with
operational
efficiencies of z and
virtualization

= Deliver qualities of
service: availability,
security,
~ recoverability

= Allow for elastic
growth in tenants
and data

= Prevent unforeseen
operations costs
that occurs with a
patchwork IT
investment pattern

© 2009 1IBM Corporation
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